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Brain Imaging and Reading Instruction: 
Time for Caution 

 
Denise D. Nessel  

 
 In recent years neuroscience research has added to our understanding of brain 
functioning. One popular approach has been to capture brain activity in visual images that are 
displayed on a computer, a process known as neuroimaging. Neuroimaging reveals which parts 
of the brain are active when the individual is responding to sound, touch, visual displays, and 
other stimuli, and the results are useful in gaining a better understanding of brain functioning. 
Some researchers are using this technique to study brain activity during specific reading tasks, 
and that’s the focus here. 
 Stanislaus Dehaene (2012, 2016), an often quoted cognitive neuroscientist, studies neural 
activity by using functional magnetic resonance imaging (fMRI), a technique that measures 
changes in blood flow to the brain during different activities. He discovered that looking at a 
single word activates the neurons in a particular area of the brain. He concedes that other areas of 
the brain are involved in reading but says that the specific area he has studied is the key because 
in order to read, the individual must make a connection between written and spoken language, 
and that area of the brain is where the two connect. He further asserts that the brain processes 
individual letters when reading words and that children thus need to learn to match letters to 
speech sounds in order to learn to read. Shaywitz, et al. (1996), using neuroimaging to study 
dyslexics, has drawn similar conclusions. 
 Steven Strauss (2005), a linguist and neurologist, expresses several concerns about 
neuroimaging as it applies to reading. First, he notes that imaging can show where neural activity 
occurs in the brain when the subject is looking at a single word or responding to the letter-sound 
units in the word, but that’s all it shows. Interpretations of the finding—for example, that the 
brain is processing a word sound by sound—aren’t necessarily correct. Second, he cautions that 
the technology is constrained, able to generate only “snapshots” of neural activity at specific 
points in time. The technique can capture the moment when the eyes focus on a word but cannot 
show what happens in the brain over time when whole pages are being read. Third, he stresses 
that although phonological processing activates one area of the brain, semantic processing 
activates a different area, and there’s no reason to conclude that either area is the center of 
reading just because of neuroimaging results. Strauss also raises other issues with neuroimaging 
that further support hesitancy about using the research to explain the reading process or guide 
instruction. Farnsworth (2022) and Guy-Evans (2023) also express caution about the fMRI 
technique in general, noting that shifts in blood flow in the brain don’t occur instantly, so the 
time lag between increased blood flow to a particular area of the brain and the action being 
performed can make it difficult to interpret the obtained images.  
 Another critical issue with neuroimaging as it applies to reading is that it focuses only on 
the visual stimuli coming into the brain but does not consider the expectations coming from the 
brain that influence perception. This is an aspect of brain activity noted by Hawkins and 
Blakeslee (2004), Strauss, Goodman, and Paulson (2009), and Lieff (2015), among others. For 
example when an oral reader sees THE LITTLE PUPPY and says THE TINY LITTLE PUPPY, the 
inserted word tiny has to be considered a linguistic and/or semantic expectation of the reader, not 
the reader’s response to the word on the page. This perspective on brain functioning sees reading 



 2 

as one of many behaviors that are guided by the predictive capacities of the brain—a brain that is 
highly adaptable to new experiences because it continually uses past experiences to anticipate 
features of new ones. A full model of brain activity during reading must account for the neural 
activity related to the predictive aspects of the process as well as the activity related to incoming 
visual stimuli. 
 Contributing to the predictive aspect of brain functioning is what Konovalov and 
Krajbich (2018) describe as a Bayesian process of pattern learning. From their own fMRI brain 
research, they conclude that the brain readily detects patterns and regularly updates its pattern 
knowledge with reference to prior knowledge. Their research can be considered as useful as 
Dehaene’s and yet leads to the view that perceiving and responding to language patterns may be 
the key to reading. Instead of beginning readers needing to learn to sound out words, they may 
instead need experiences that help them detect and make use of the patterns that are evident in 
words and sentences, including morphological patterns (know, knowing, knowledge), or 
grammatical patterns found sentences (e.g., subject-verb-object) as well as phonological patterns 
(make, take, cake). However, neuroimaging is still too rudimentary to provide definitive 
information about readers’ responses to these complexities.  
 In narrowing the scope of research to what can be measured by fMRI or comparable 
technologies, neuroimaging has oversimplified the nature of brain functioning as it relates to 
reading. The work of other researchers indicates the greater complexity of the brain, whether it is 
reading or performing any number of other tasks (e.g., Grossberg, 2019, 2021; Hawkins, 2021), 
and much more work is needed to explain the predictive functions of the brain and how they 
influence perceptions and behavior (e.g., Trafton, 2019). For now, neuroimaging research is 
simply too narrow in scope to provide useful guidance for teachers of reading. 
 The oversimplification has also led to claims that don’t match the reality of observable 
reading behavior. For example, Dehaene (2013) maintains that the brain processes words letter 
by letter and that readers must connect the letters to sounds in order to read. He claims that the 
process is to “decipher words, recognize them auditorily, and access their meaning.” However, 
he ignores the fact that the meaning of some words actually determines their pronunciation. 
Homographs such as tear and wind are good examples. Neither can be pronounced without first 
attending to the meaning, and that requires considering the context within which the words are 
used:  A tear fell from her eye when she looked at the tear in the fabric or Let’s wind up this 
game before the wind gets too strong. Another issue that Dehaene does not consider is that 
readers of all ages regularly come across words that they have never heard before. Sounding 
them out does not result in auditory recognition and thus access to the word’s meaning. The 
reader must do more. Also, if readers have not heard a word before, they may pronounce it 
incorrectly when they first see it in print and yet will still be able to understand its meaning. An 
example is the adult who had run across the word myriad in print as a teen and decided it was 
pronounced MY-rade. He understood the meaning of the word quite well but discovered only 
later in life that he was saying it incorrectly. Such phenomena, which don’t fit Dehaene’s model 
of reading, call for rethinking the model.  
 Of course, neuroscientists may eventually provide valuable insights into the reading 
process and the ways in which people can most effectively learn to read. Ultimately, we need 
research that reflects not only the complexity of the brain but also key aspects of the reading 
process. For example, we need to understand brain functioning in skilled readers and struggling 
readers, beginning readers and mature readers, including when they are: 
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• reading successive paragraphs as well as individual words 
• reading silently as well as orally 
• reading different types of texts (e.g., predictable, decodable) 
• reading texts on familiar as well as unfamiliar topics  
• reading texts that are easy for a reader vs. those that are difficult for that reader 

 
Until we have more information about neural activity related to these reading behaviors, we 
should not try to use neuroimaging research findings for making decisions about classroom 
practices. 
 As the research continues and matures, it would be advisable to bring a select number of 
highly effective teachers into the conversation, especially those who have successfully taught 
children to read, year after year. Researchers need to become aware of what those teachers do 
and need to tap their considerable expertise and insights into what children do when they read. 
Expert teachers’ experiences will be invaluable in helping explain the findings of researchers, 
noting the strengths and shortcomings of research, and suggesting research questions that have 
yet to be addressed. 
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